Posiliiované ucenie (u€enie formou odmenovania, reinforcement
learning) :)

Pre posiliované ucenie je typické, Zze okrem dat obsahuje aj veliCinu, ktoru sa snazi
maximalizovat, a algoritmus sa potom uci z vlastnych chyb.

Ide napriklad o hry, pri ktorych sa va¢Sinou maximalizuje bodovy stav alebo pocet vyhier.

Posiliiované ucenie inak:

Posiliované ucenie je druh strojového ucenia, ktory sa pouziva na trénovanie modelov tak, aby sa rozhodovali
o spravani v dynamickom (meniacom sa) prostredi s ciefom maximalizovat odmenu.

Podrobne a na prikladoch:

UZ na trénovanie modelu nepouzijeme Ziadne oznacené, ¢i neoznacené trénovacie priklady. Ucenie tu prebieha
tak, ze vytvorime systém - agenta, ktorého nasadime do prostredia a nechame ho nech sa uci prostrednictvom
interakcie s prostredim.

Jediné ¢o mu musime urcit, su pravidlad ako sa m6ze v danom prostredi spravat a tzv. odmenovaciu funkciu.
Pomocou nej vie agent vyhodnotit, i rozhodnutie, ktoré prave vykonal bolo prefho prospeSné alebo nie.
Nasledne metddou pokus-omyl podobne ako clovek skusa jednotlivé moznosti a nauci sa ako sa ma idealne
spravat v jednotlivych situaciach[1].

Modelovym prikladom pre ucenie formou odmenovania je hra Sach, kde vytvorime agenta, definujeme mu
povolené tahy a pravidlo pre vyhru. Odmenime ho, ak vyradi superovu figurku alebo vyhra, potrestdme ho, ak
je vyhodena jeho figurka alebo prehra. Nasledne ho nechame, nech si zahra sam proti sebe niekolko (miliénov)
partii. Vysledkom je umela inteligencia, ktoru neporazia ani najvacsi Sachovi velmajstri.

[1] Zhruba na takomto principe funguje algoritmus Q-learning, €i Deep Q-learning.
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