Spatna distribucia chyby (Back Propagation), Dopredna faza (Forward
Pass), Vypocet chyby {Errqr Calculation), Spatna faza (Backward
Pass), Aktualizacia vah (Weights Update), Iteracia (Iteration) :)

Zakladny algoritmus pouzivany pri trénovani umelych neurénovych sieti.

Tento algoritmus umozZznuje sieti upravovat svoje vahy na zaklade chyby, ktoru urobila pri predpovedi.
Inak, podrobne:

Spatna distribucia chyby, alebo backpropagation, je sp6sob, akym sa neurénové siete ucia z chyb, ktoré urobia.
Predstav si to ako tréningovy proces, kde sa siet postupne zlepSuje.

Tu je jednoduchy postup:
1. Dopredna faza (Forward Pass):

Vstupné udaje (napriklad obrazok alebo text) prechadzaju sietou a na kazdej vrstve sa aplikuju vahy a aktivacie,
az kym sa nedosiahne vystupna vrstva.

Viystup siete sa porovna s cielovym vystupom (napriklad spravnou odpovedou) a vypocita sa chyba.
2. Vypocet chyby (Error Calculation):

Chyba je rozdiel medzi predpovedanym vystupom a skutofnym cielovym vystupom. Napriklad, ak siet
predpovedala 5, ale spravna odpoved je 10, chyba je 5.

3. Spatna faza (Backward Pass):
Chyba sa Siri spat cez siet, pocnuc vystupnou vrstvou.

Pre kazdu vrstvu sa vypocita, ako velmi prispela k celkovej chybe. Tento krok vyuZiva retazové pravidlo
derivacie.

4. Aktualizacia vah (Weights Update):

Vahy sa upravuju na zaklade vypocitanych chyb a zvoleného ucebného koeficientu (learning rate).
Tento krok sa opakuje pre v3etky vrstvy siete, od vystupnej vrstvy az po vstupnu vrstvu.

5. Iteracia (Iteration):

Cely proces (dopredna faza, vypocet chyby, spatna faza a aktualizacia vah) sa opakuje pre viacero iteracii alebo
epoch, kym sa chyba neznizi na prijatelnd Uroven.
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